**Q.1.1 write the answer to these questions.**

* **What is the difference between static and dynamic variables in Python?**

**Answer:**

Static Variables:

* Defined at the class level and shared among all instances of the class.
* Remain constant across all instances unless explicitly modified.

Dynamic Variables:

* Defined within methods and specific to each instance.
* Can change independently across different instances of the class.
* **Explain the purpose of “pop”, “pop item”, “clear ()” in a dictionary with suitable examples.**

**Answer:**

**pop(key):** Removes the item with the specified key and returns its value.

my\_dict = {'a': 1, 'b': 2}

value = my\_dict.pop('a')

**popitem():** Removes and returns the last inserted key-value pair as a tuple.

my\_dict = {'a': 1, 'b': 2}

item = my\_dict.popitem()

**clear():** Removes all items from the dictionary.

my\_dict = {'a': 1, 'b': 2}

my\_dict.clear()

* **What do you mean by FrozenSet? Explain it with suitable examples.**

**Answer:** A frozenset is an immutable version of a Python set, meaning its elements cannot be changed, added, or removed after creation. It's useful for creating sets that need to remain constant and hashable, allowing them to be used as dictionary keys or elements of other sets.

my\_frozenset = frozenset([1, 2, 3])

* **Differentiate between mutable and immutable data types in Python and give examples of mutable and immutable data types.**

**Answer:**

Mutable Data Types: Can be changed after creation.

Examples: lists, dictionaries, sets.

Immutable Data Types: Cannot be changed after creation.

Examples: tuples, strings, frozensets.

* **What is \_\_init\_\_? Explain with an example.**

**Answer:** \_\_init\_\_ is a constructor method in Python, automatically called when an instance of a class is created. It initializes the instance's attributes with given values.

class Person:

def \_\_init\_\_(self, name, age):

self.name = name

self.age = age

person = Person('Akanksha', 22)

* **What is docstring in Python? Explain with an example.**

**Answer:** A docstring is a string literal used to document a module, function, class, or method in Python. It appears right after the definition and provides a convenient way of associating documentation with Python code.

def add(a, b):

return a + b

* **What are unit tests in Python?**

**Answer:** Unit tests in Python are tests written to check the functionality of individual units of code, such as functions or methods, ensuring they work as intended. They are typically created using the unit test framework or other testing libraries like pytest to automate and streamline the testing process.

* **What is break, continue and pass in Python?**

**Answer:** break: Exits the nearest enclosing loop immediately.

continue: Skips the rest of the current loop iteration and moves to the next iteration.

pass: A placeholder that does nothing, used where a statement is syntactically required but no action is needed.

* **What is the use of self in Python?**

**Answer:** In Python, self is a reference to the instance of the class, used to access variables and methods associated with the instance. It allows each instance to have its own attributes and methods, distinguishing them from other instances.

* **What are global, protected and private attributes in Python?**

**Answer:**

Global Attributes: Accessible from anywhere in the module.

Protected Attributes: Indicated by a single underscore (e.g., \_attr), meant to be accessed within the class and its subclasses.

Private Attributes: Indicated by a double underscore (e.g., \_\_attr), meant to be accessed only within the class, with name mangling to prevent direct access from outside the class.

* **What are modules and packages in Python?**

**Answer:** Modules: Single files containing Python code, which can define functions, classes, and variables, making code reusable.

Example: math.py containing mathematical functions.

Packages: Directories containing multiple modules and an \_\_init\_\_.py file, allowing for a hierarchical structuring of the module namespace.

Example: mypackage with modules module1.py and module2.py.

* **What are lists and tuples? What is the key difference between the two?**

Answer: Lists: Ordered, mutable collections of items, allowing for modification after creation.

Example: my\_list = [1, 2, 3]

Tuples: Ordered, immutable collections of items, preventing any modification after creation.

Example: my\_tuple = (1, 2, 3)

Key Difference: Lists can be changed (mutable), whereas tuples cannot be changed (immutable).

* **What is an Interpreted language & dynamically typed language? Write 5 differences between them.**

**Answer:** Interpreted Language: Executes code line-by-line at runtime, translating it into machine code on-the-fly. Example: Python.

Dynamically Typed Language: Determines variable types at runtime, allowing variables to change types during execution. Example: Python.

**Differences:**

1. Execution: Interpreted languages execute code directly, while dynamically typed languages handle type resolution at runtime.
2. Speed: Interpreted languages are typically slower due to real-time translation, while dynamic typing impacts flexibility rather than speed.
3. Error Checking: Interpreted languages may catch errors during execution, whereas dynamically typed languages detect type errors at runtime.
4. Development: Interpreted languages often facilitate quick testing, while dynamic typing offers flexibility in coding.
5. Optimization: Interpreted languages might be less optimized compared to statically typed compiled languages, while dynamic typing provides more runtime adaptability.

* **What are Dict and List comprehensions?**

**Answer:** List Comprehensions: Provide a concise way to create lists by embedding expressions and loops.

Example: [x\*\*2 for x in range(5)] produces [0, 1, 4, 9, 16].

Dict Comprehensions: Similar to list comprehensions but for creating dictionaries with key-value pairs.

Example: {x: x\*\*2 for x in range(5)} produces {0: 0, 1: 1, 2: 4, 3: 9, 4: 16}.

* **What are decorators in Python? Explain it with an example. Write down its use cases.**

**Answer:** Decorators in Python are functions that modify the behavior of other functions or methods. They are applied using the @decorator\_name syntax before the function definition.

def my\_decorator(func):

def wrapper():

print("Something is happening before the function.")

func()

print("Something is happening after the function.")

return wrapper

@my\_decorator

def say\_hello():

print("Hello!")

say\_hello()

**Use Cases:**

* Logging
* Access control
* Memorization/caching
* Performance timing
* **How is memory managed in Python?**

**Answer:** Memory in Python is managed through automatic garbage collection and reference counting. Python uses a built-in garbage collector to reclaim unused memory, and reference counting tracks the number of references to each object to determine when it can be safely deallocated.

* **What is lambda in Python? Why is it used?**

**Answer:** A lambda in Python is a small anonymous function defined with the lambda keyword. It allows for the creation of simple, one-line functions without a name, often used for short, throwaway functions in contexts like map(), filter(), or sorted().

Example: add = lambda x, y: x + y

result = add(3, 5)

* **Explain split() and join() functions in Python?**

**Answer:** split(): Divides a string into a list of substrings based on a specified delimiter.

Example: "a,b,c".split(",") produces ['a', 'b', 'c'].

join(): Concatenates elements of a list into a single string, using a specified delimiter between elements.

Example: ",".join(['a', 'b', 'c']) produces "a,b,c".

* **What are iterators, iterable & generators in Python?**

**Answer:** Iterators: Objects that implement the \_\_iter\_\_() and \_\_next\_\_() methods, allowing iteration through elements one at a time.

Iterable: Objects with an \_\_iter\_\_() method that returns an iterator, enabling iteration with loops or comprehensions.

Generators: Special iterators created with functions using yield, which produce items one at a time and maintain their state between yields.

* **What is the difference between xrange and range in Python?**

**Answer:** range: Returns a list of numbers in Python 2, or a range object in Python 3, which is an immutable sequence of numbers.

xrange: Returns an iterator in Python 2, generating numbers on demand and using less memory than range.

Python 3: xrange is removed; range now behaves like xrange did in Python 2, providing a memory-efficient iterator.

* **Pillars of Oops.**

**Answer:** The pillars of Object-Oriented Programming (OOP) are:

1. Encapsulation: Bundling data and methods that operate on the data within a single unit or class, and restricting access to some of the object's components.
2. Abstraction: Hiding complex implementation details and showing only the essential features of an object, making it easier to interact with.
3. Inheritance: Allowing a new class to inherit attributes and methods from an existing class, promoting code reuse and hierarchical relationships.
4. Polymorphism: Enabling objects to be treated as instances of their parent class, with methods that can take different forms based on the object’s class.

* **How will you check if a class is a child of another class?**

**Answer:** Use the issubclass() function to check if a class is a subclass of another class. This function returns True if the first class is a subclass of the second class, and False otherwise. Example: issubclass(DerivedClass, BaseClass).

* **How does inheritance work in python? Explain all types of inheritance with an example.**

**Answer:** Inheritance in Python allows a class (child class) to inherit attributes and methods from another class (parent class).

**Single Inheritance:** A child class inherits from one parent class.

**Multiple Inheritance:** A child class inherits from more than one parent class.

**Multilevel Inheritance:** A child class inherits from a parent class, which is itself a child of another class.

**Hierarchical Inheritance:** Multiple child classes inherit from a single parent class.

* **What is encapsulation? Explain it with an example.**

**Answer:** Encapsulation in Python involves bundling data and methods that operate on the data within a single class and restricting access to some of the object's components. This is achieved using access modifiers.

Example:

A class with private attributes and public methods to access or modify those attributes, ensuring controlled access and modification.

* **What is polymorphism? Explain it with an example.**

**Answer:** Polymorphism in Python allows different classes to be treated as instances of the same class through a common interface, typically by overriding methods.

Example:

A draw() method in both Circle and Square classes can be called on instances of these classes, where each class implements draw() differently according to its own specifics.

**Q.1.2 Which of the following identifier names are invalid and why?**

a) Serial\_no.

b) 1st\_Room

c) Hundred$

d) Total\_Marks

e) total-marks

f) Total Marks

g) True

h) \_Percentag

Answer: **1st\_Room:** Starts with a digit, which is not allowed for identifiers.

**total-marks:** Contains a hyphen, which is not permitted.

**Total Marks:** Contains a space, which is not allowed.

**Q. 20What do you mean by Measure of Central Tendency and Measures of Dispersion. How It can be calculated.**

**Answer:** Measures of Central Tendency are statistical metrics that describe the center point of a dataset, such as the mean, median, and mode. Measures of Dispersion, on the other hand, describe the spread of the data around the central value, including range, variance, and standard deviation. These can be calculated using statistical formulas: mean is the average of all data points,

data = [1, 2, 3, 4, 5]

mean = sum(data) / len(data)

median is the middle value,

data = [1, 2, 3, 4, 5]

data.sort()

n = len(data)

median = data[n//2] if n % 2 != 0 else (data[n//2 - 1] + data[n//2]) / 2

mode is the most frequent value;

from collections import Counter

data = [1, 2, 2, 3, 4, 4, 4, 5]

mode = Counter(data).most\_common(1)[0][0]

range is the difference between the highest and lowest values, variance measures the average of squared deviations from the mean, and standard deviation is the square root of the variance.

**Q.21 What do you mean by skewness. Explain its types. Use graph to show.**

**Answer:** Skewness is a measure of the asymmetry of the probability distribution of a real-valued random variable about its mean. It indicates whether the data points are concentrated on one side of the mean or the other.

Types of skewness:

1. Right-Skewed : The right tail (higher values) is longer or fatter than the left tail. Most data points are concentrated on the left side of the mean. The mean is typically greater than the median.

![](data:image/png;base64,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)

1. Left-Skewed : The left tail (lower values) is longer or fatter than the right tail. Most data points are concentrated on the right side of the mean. The mean is typically less than the median.
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1. Symmetric Distribution: The tails on both sides of the mean are equally balanced. Data points are symmetrically distributed around the mean. The mean, median, and mode is equal.
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**Q.22 Explain PROBABILITY MASS FUNCTION(PMF) and PROBABILITY DENSITY FUNCTION(PDF). And what is the difference between them?**

**Answer**: PMF (Probability Mass Function): It gives the probability that a discrete random variable is exactly equal to some value.

PDF (Probability Density Function): It describes the likelihood of a continuous random variable falling within a particular range of values.

Difference: PMF is used for discrete variables, assigning probabilities to exact values, while PDF is for continuous variables, describing probabilities over intervals.

**Q.23 What id correlation. Explain its type in details. What are the methods of determining correlation.**

**Answer:** Measures the strength and direction of a linear relationship between two variables.

**Types:**

Positive Correlation: Both variables increase together.

Negative Correlation: One variable increase while the other decreases.

No Correlation: No discernible linear relationship between variables.

Methods: Determined using Pearson's correlation coefficient for linear relationships, Spearman's rank correlation for monotonic relationships, and Kendall's tau for ordinal data.

**Q.25 Discuss the 4 differences between correlation and regression.**

**Answer:** Purpose: Correlation measures the strength and direction of a linear relationship between two variables, while regression predicts the value of one variable based on another.

Output: Correlation produces a correlation coefficient (e.g.,r),whereas regression provides a regression equation (e.g.,y=a+bx).

Variable Dependency: Correlation does not imply causation and treats both variables equally, while regression identifies independent (predictor) and dependent (response) variables.

Interpretation: Correlation values range from -1 to 1, showing strength and direction of association; regression focuses on the effect of one variable on another and quantifies this effect.

**Q.28. What is Normal Distribution? What are the four Assumptions of Normal Distribution? Explain in detail.**

**Answer:** Normal Distribution: A probability distribution where most observations cluster around the mean, forming a symmetric, bell-shaped curve with a peak at the mean.

Assumptions:

Symmetry: The distribution is symmetric around the mean.

Mean, Median, Mode Equality: Mean, median, and mode are all equal.

Empirical Rule: Approximately 68% of data falls within one standard deviation, 95% within two, and 99.7% within three.

Asymptotic: The tails approach but never touch the horizontal axis.

**Q.29 Write all the characteristics or Properties of the Normal Distribution Curve.**

**Answer:** The characteristics of the normal distribution curve include:

1.Symmetry: The curve is symmetric around its mean, creating a mirror image on either side.

2.Bell-Shaped: It has a bell-shaped curve with the highest point at the mean.

3.Mean, Median, Mode Equality: The mean, median, and mode are all located at the center of the distribution and are equal.

4.Asymptotic: The tails approach the horizontal axis but never actually touch it.

5.Empirical Rule: Approximately 68% of the data falls within one standard deviation from the mean, 95% within two, and 99.7% within three.

6.Area Under the Curve: The total area under the curve equals 1, representing the total probability.

7.Defined by Mean and Standard Deviation: The shape of the curve is determined by the mean (location) and standard deviation (spread or width).

8.Area Proportional to Probability: The area under the curve over any interval represents the probability of observing values within that interval.

9.Total Probability: The sum of the probabilities for all possible values is equal to 1.

**Q.30 Which of the following options are correct about Normal Distribution curve.**

**(a) Within range 0.6745 of a ơ on both sides the middle 50% of the observations occure (I.e mean +- 0.6745 ơ) covers 50% area 25% on each side.**

**(b) Mean +-1S.D. (I,e. µ +- 1ơ) covers 68.268% area, 34.134% area lies on either side of the mean.**

**(c) Mean ±2S.D. (I,e. µ ±2ơ) covers 95.45% area, 47.725% area lies on either side of the mean.**

**(d) Mean ±3S.D. (I,e. µ±3ơ) covers 99.73% area, 49.856% area lies on the either side of the mean.**

**(e) Only 0.27% area is outside the range µ±3ơ.**

**Answer**: (a) Correct: Within ±0.6745 standard deviations (σ) from the mean (μ), the middle 50% of observations occur. This interval covers 50% of the area, with 25% on each side of the mean.

(b) Correct: The range ±1 standard deviation (σ) from the mean (μ) covers approximately 68.268% of the area, with 34.134% on either side of the mean.

(c) Correct: The range ±2 standard deviations (σ) from the mean (μ) covers approximately 95.45% of the area, with 47.725% on either side of the mean.

(d) Incorrect: The range ±3 standard deviations (σ) from the mean (μ) covers approximately 99.73% of the area, but 49.865% of the area lies on each side of the mean.

(e) Correct: Approximately 0.27% of the area lies outside the range of ±3 standard deviations (σ) from the mean (μ).

**Q. 34. What is the statistical hypothesis? Explain the errors in hypothesis testing. Explain the sample. What are Large Samples & small Samples?**

**Answer:** Statistical Hypothesis: A statistical hypothesis is a testable statement about the relationship between variables or the characteristics of a population, used to make inferences based on sample data.

Errors in Hypothesis Testing: Type I error (false positive) occurs when a true null hypothesis is incorrectly rejected, while Type II error (false negative) occurs when a false null hypothesis is incorrectly accepted.

Sample: A sample is a subset of a population used to estimate characteristics of the entire population.

Large vs. Small Samples: Large samples provide more accurate and reliable estimates of population parameters and reduce sampling error, while small samples may not accurately reflect the population and have higher variability.

**Q.39. how would you create a basic Flask route that displays “Hello, World!” on the homepage?**

**Answer:** To create a basic Flask route that displays "Hello, World!" on the homepage:

Import Flask: Import the Flask class from the flask module.

Create an App: Instantiate a Flask application.

Define a Route: Use @app.route('/') to define the route for the homepage.

Run the App: Define a function that returns "Hello, World!" and use app.run() to start the server.

**Q. 40 Explain how to set up a Flask application to handle form submission using POST requests.**

**Answer:** Create a Form: Define an HTML form with method="POST" and include form fields.

Set Up Route: Use @app.route('/submit', methods=['POST']) to handle form submissions.

Process Data: In the route function, use request.form to access form data.

Handle Response: Return a response based on the form data or redirect as needed.

**Q.42 How can you implement user authentication in a Flask application?**

**Answer:** Use Flask-Login: Install and import Flask-Login to manage user sessions.

Set Up User Loader: Define a user loader function to retrieve users by ID.

Create Login and Logout Routes: Implement routes for user login and logout, handling form submission and session management.

Protect Routes: Use @login\_required decorator to restrict access to authenticated users only.

**Q43. Describe the process of connecting a Flask app to a SQLite database using SQLAlchemy.**

**Answer:** Install SQLAlchemy: Install the Flask-SQLAlchemy extension to integrate SQLAlchemy with Flask.

Configure the Database: Set the SQLALCHEMY\_DATABASE\_URI in your Flask app's configuration to specify the SQLite database file path (e.g., sqlite:///yourdatabase.db).

Initialize SQLAlchemy: Create an instance of SQLAlchemy and initialize it with your Flask app.

Define Models: Define database models as Python classes using SQLAlchemy's ORM, then use these models to interact with the SQLite database.

**Q44. How would you create a RESTful API endpoint in Flask that returns JSON data?**

Answer: Define Route: Use @app.route('/endpoint', methods=['GET']) to create a route for your API.

Create Function: Define a function that handles requests and prepares data to be returned.

Return JSON: Use jsonify(data) to convert Python data to JSON format and return it.

Run the App: Ensure your Flask app is running to handle incoming API requests.

**Q45. Explain how to sue Flask-WTF to create and validate forms in a Flask application.**

**Answer:** Install Flask-WTF: Install the Flask-WTF extension for form handling and validation.

Create Form Class: Define a form class inheriting from FlaskForm, including fields and validators.

Add Form to Route: In your route, instantiate the form and pass it to your template for rendering.

Handle Form Submission: Validate form data on POST requests and process the data if validation succeeds.

**Q46. How can you implement file uploads in a Flask application?**

**Answer:** Create Upload Form: Define an HTML form with enctype="multipart/form-data" for file uploads.

Set Up Route: Use @app.route('/upload', methods=['POST']) to handle file submissions.

Process File: Use request.files to access the uploaded file and save it using file.save().

Configure Uploads: Set the upload folder path and manage file size limits as needed in the app configuration.

**Q47. Describe the steps to create a Flask blueprint and why you might use one.**

**Answer:** Create Blueprint: Define a blueprint using Blueprint('name', \_\_name\_\_) to organize routes and handlers for a specific part of your application.

Define Routes: Add routes and view functions to the blueprint as you would in a regular Flask app.

Register Blueprint: Register the blueprint with the main Flask application using app.register\_blueprint(blueprint).

Organize Code: Use blueprints to modularize and manage routes, views, and static files in larger applications, improving code organization and reusability.

**Q48. How would you deploy a Flask application to production server using Gunicorn and Nginx?**

**Answer:** Install Gunicorn: Install Gunicorn using pip install gunicorn to serve your Flask app.

Run Gunicorn: Start your Flask app with Gunicorn using a command like gunicorn -w 4 myapp:app, where myapp is your Python file and app is the Flask instance.

Install Nginx: Install and configure Nginx to act as a reverse proxy. Edit /etc/nginx/sites-available/default to proxy requests to Gunicorn (e.g., proxy\_pass http://127.0.0.1:8000).

Start Services: Enable and start Nginx using sudo systemctl enable nginx and sudo systemctl start nginx, and ensure Gunicorn is running as well.

Q50. Machine Learning:

* **What is the difference between Series & Dataframes.**

Answer: In pandas, a Series is a one-dimensional array-like object that can hold any data type and is essentially a single column of data. A DataFrame, on the other hand, is a two-dimensional, tabular data structure with labeled axes (rows and columns) that can contain multiple Series. While a Series represents a single column, a DataFrame can be thought of as a collection of Series sharing the same index.

* **Difference between loc and iloc.**

Answer: loc is used for label-based indexing, meaning it accesses rows and columns using their labels or boolean arrays. It allows you to select data by specifying row and column labels. iloc is used for integer-location based indexing, meaning it accesses rows and columns by their integer positions or indices. It selects data based on numerical indices rather than labels.

For example, df.loc[2, 'A'] accesses the value at row label 2 and column 'A', whereas df.iloc[2, 0] accesses the value at the third row and first column position.

* **What is the difference between supervised and unsupervised learning?**

Answer: Supervised Learning involves training a model on a labeled dataset, where the desired output is known. The model learns to map inputs to outputs based on this training data. Examples include classification and regression tasks.

Unsupervised Learning involves training a model on an unlabeled dataset, where the output is not provided. The model tries to identify patterns or structures within the data. Examples include clustering and dimensionality reduction.

Supervised learning predicts outcomes based on known labels, while unsupervised learning discovers hidden patterns in data without predefined labels.

* **Explain the bias-variance tradeoff.**

Answer: The bias-variance tradeoff refers to the balance between two sources of error in a model:

Bias is the error due to overly simplistic assumptions, leading to underfitting.

Variance is the error due to excessive complexity, leading to overfitting.

A model with high bias may underfit the data, while a model with high variance may overfit. The goal is to find a balance that minimizes total error by adjusting model complexity.

* **What are precision and recall? How are they different from accuracy?**

Answer: Precision measures the proportion of true positive results among all positive predictions. It indicates how many of the predicted positives are actually positive.

Recall measures the proportion of true positive results among all actual positives. It indicates how many of the actual positives are correctly identified.

Accuracy measures the proportion of all correct predictions (both true positives and true negatives) among all predictions made.

Precision and recall focus on the performance concerning positive predictions, while accuracy considers overall correctness, including both positive and negative classes.

* **What is overfitting and how can it be prevented?**

Answer: Overfitting occurs when a model learns the training data too well, capturing noise and leading to poor generalization on new data. It can be prevented by:

1.Using cross-validation to assess model performance on unseen data.

2.Employing regularization techniques to penalize excessive complexity.

3.Pruning or simplifying the model, and gathering more training data.

* **Explain the concept of cross-validation.**

Answer: Cross-validation is a technique used to assess the performance of a machine learning model by dividing the dataset into multiple subsets. The model is trained on some subsets and tested on the remaining ones, ensuring every data point gets a chance to be in the training and testing sets. This helps in evaluating the model's generalizability and reduces the risk of overfitting.

* **What is the difference between a classification and a regression problem?**

Answer: In machine learning, classification problems involve predicting a discrete class label for given input data, such as spam or not spam. Regression problems, on the other hand, involve predicting a continuous numerical value, like the price of a house. Classification outputs are categorical, while regression outputs are continuous.

* **Explain the concept of ensemble learning.**

Answer: Ensemble learning is a machine learning technique where multiple models (often called "weak learners") are combined to create a more accurate and robust model (the "strong learner"). The idea is to leverage the diversity of models to improve performance, reduce variance, and mitigate overfitting. Common ensemble methods include bagging (e.g., Random Forest), boosting (e.g., AdaBoost), and stacking.

* **What is gradient descent and how does it works?**

Answer: Gradient descent is an optimization algorithm used to minimize the loss function in machine learning models. It works by iteratively adjusting the model parameters in the direction of the negative gradient of the loss function. Starting with an initial set of parameters, the algorithm computes the gradient (the slope) of the loss function with respect to the parameters, then updates the parameters by subtracting a fraction (the learning rate) of the gradient. This process repeats until convergence, where further adjustments do not significantly reduce the loss.

* **Describe the difference between batch gradient descent and stochastic gradient descent.**

Answer: Batch gradient descent computes the gradient of the loss function with respect to the entire dataset and updates the model parameters after processing the whole dataset, which can be slow and computationally expensive for large datasets. Stochastic gradient descent (SGD), on the other hand, updates the model parameters after computing the gradient for each individual training example, which can lead to faster convergence and better generalization but introduces more noise in the updates.

* **What is the curse of dimensionality in machine learning?**

Answer: The curse of dimensionality in machine learning refers to the various problems that arise when the number of features (dimensions) in a dataset increases. High-dimensional spaces lead to sparse data, increased computational cost, and overfitting, making it difficult to capture meaningful patterns and relationships in the data.

* **Explain the difference between L1 and L2 regularization.**

Answer: L1 regularization (Lasso) adds the absolute value of coefficients as a penalty term to the loss function, promoting sparsity by driving some coefficients to zero. L2 regularization (Ridge) adds the square of coefficients as a penalty term, distributing the penalty more evenly and shrinking coefficients towards zero without necessarily setting any of them exactly to zero.

* **What is a confusion matrix and how is it used?**

Answer: A confusion matrix is a table used to evaluate the performance of a classification model by comparing actual and predicted classifications. It consists of four elements: True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN). These elements help calculate metrics like accuracy, precision, recall, and F1 score, providing a comprehensive assessment of the model's performance.

* **Define AUC-ROC curve.**

Answer: The AUC-ROC curve is a graphical representation of a classifier's performance. The ROC (Receiver Operating Characteristic) curve plots the True Positive Rate (TPR) against the False Positive Rate (FPR) at various threshold settings. The AUC (Area Under the Curve) measures the entire two-dimensional area underneath the ROC curve, providing a single metric to evaluate the model's ability to distinguish between classes. An AUC of 1 indicates perfect classification, while an AUC of 0.5 suggests no better than random guessing.

* **Explain the k- nearest neighbors algorithm.**

Answer: The k-nearest neighbors (k-NN) algorithm is a simple, non-parametric, and lazy learning algorithm used for classification and regression. It works by finding the 'k' closest training examples in the feature space to a given input and making predictions based on the majority class (for classification) or averaging the values (for regression) of these 'k' neighbors. The distance metric, often Euclidean distance, determines the closeness between examples.

* **Explain the basic concept of a Support Vector Machine (SVM).**

Answer: Support Vector Machines (SVM) are supervised learning models used for classification and regression tasks. The core concept involves finding a hyperplane (or decision boundary) that best separates data into distinct classes with the maximum margin, which is the distance between the hyperplane and the nearest data points from each class (support vectors). SVM can handle linear and non-linear classification by using kernel functions to transform data into higher dimensions where a linear separation is feasible.

* **How does the kernel trick work in SVM?**

Answer: The kernel trick in Support Vector Machines (SVM) enables the algorithm to handle non-linearly separable data by transforming it into a higher-dimensional space where a linear separator can be applied. Instead of explicitly mapping data points to this higher-dimensional space, the kernel trick computes the dot products in this space using kernel functions. Popular kernels include:

Polynomial Kernel: Computes polynomial relationships.

Radial Basis Function (RBF) Kernel: Captures complex relationships using Gaussian functions.

Sigmoid Kernel: Mimics neural network activation functions.

By using these kernels, SVM can create complex decision boundaries while working efficiently in the original feature space.

* **What are the different types of kernels used in SVM and when would you use each?**

Answer: Linear Kernel: Suitable for linearly separable data; simplest and fastest.

Polynomial Kernel: Used for capturing polynomial relationships; effective for non-linear data with polynomial characteristics.

RBF (Radial Basis Function) Kernel: Handles complex, non-linear relationships by mapping data to an infinite-dimensional space.

Sigmoid Kernel: Mimics neural network activation functions; used for certain non-linear patterns but less common.

* **What is the hyperplane in SVM and how is it determined?**

Answer: In SVM, a hyperplane is a decision boundary that separates different classes in the feature space. It is determined by finding the optimal hyperplane that maximizes the margin between the closest points of each class (support vectors). The optimization problem involves solving for the hyperplane parameters that achieve the maximum margin, ensuring the best separation between classes.

* **What are the pros and cons of using a Support Vector Machine (SVM)?**

Answer: Pros:

Effective in High-Dimensional Spaces: SVMs work well with high-dimensional data and are effective in cases where the number of dimensions exceeds the number of samples.

Robust to Overfitting: With proper regularization, SVMs can be less prone to overfitting, especially in high-dimensional spaces.

Versatile with Kernels: SVMs can handle non-linearly separable data using kernel tricks to transform data into higher-dimensional spaces.

Cons:

Computationally Intensive: Training SVMs can be computationally expensive, especially with large datasets and complex kernels.

Memory Usage: SVMs require substantial memory for large datasets as they store and process all support vectors.

Hard to Interpret: The results can be less interpretable compared to simpler models like linear regression or decision trees.

* **Explain the difference between a hard margin and a soft margin SVM.**

Answer: Hard Margin SVM: Assumes that the data is linearly separable and aims to find a hyperplane with no misclassifications, which can be overly strict with noisy data.

Soft Margin SVM: Allows some misclassifications to handle non-linearly separable data or noisy datasets, introducing a penalty for violations to balance between margin width and classification errors.

* **Describe the process of constructing a decision tree.**

Answer: Constructing a decision tree involves:

Splitting: Choose the best feature and threshold to split the dataset into subsets based on criteria like Gini impurity or information gain.

Recursion: Apply the splitting process recursively to each subset until stopping conditions are met (e.g., maximum depth, minimum samples).

Leaf Nodes: Assign a class label to each leaf node based on the majority class or average outcome for regression tasks.

Pruning: Optionally trim branches to avoid overfitting, improving generalization.

* **Describe the working principle of a decision tree.**

Answer: A decision tree works by:

Feature Selection: At each node, it selects the feature and threshold that best splits the data into subsets based on criteria such as Gini impurity, entropy, or variance reduction.

Recursive Splitting: It recursively applies this splitting to each subset, creating branches and nodes until it reaches leaf nodes.

Leaf Assignment: Each leaf node represents a final decision or prediction, often based on the majority class or average value of the target variable in that subset.

Pruning: To enhance generalization and prevent overfitting, branches can be pruned based on criteria like minimum leaf size or complexity.

* **What is information gain and how is it used in decision trees?**

Answer: Information gain measures the reduction in entropy or uncertainty achieved by partitioning a dataset based on a particular feature. In decision trees, it's used to determine which feature to split on at each node:

Calculate Entropy: Measure the entropy of the dataset before splitting, representing the impurity or disorder.

Calculate Entropy After Split: Measure the entropy of each subset resulting from the split.

Compute Information Gain: Subtract the weighted average entropy of the subsets from the original entropy. The feature with the highest information gain is chosen for the split.

Higher information gain indicates a better feature for creating a more informative and pure split in the decision tree.

* **Explain Gini impurity and its role in decision trees.**

Answer: Gini impurity measures the impurity of a dataset by calculating the probability of incorrectly classifying a randomly chosen element. It is used in decision trees to determine the best feature for splitting nodes:

Calculate Gini Impurity: For a node, it is computed as 1− , where pi is the probability of an element belonging to class i. Lower values indicate less impurity.

Role in Decision Trees: During node splitting, the Gini impurity of potential splits is evaluated. The feature that results in the highest reduction in impurity (i.e., the highest decrease in Gini impurity) is selected for the split. This helps in building a tree that classifies instances more accurately.

* **What are the advantages and disadvantages of decision trees?**

Answer: Advantages of Decision Trees:

Simple to Understand and Interpret: Decision trees are easy to visualize and understand, making them accessible for non-experts.

No Need for Feature Scaling: They don't require normalization or scaling of features, as they are based on rules and conditions.

Handle Both Numerical and Categorical Data: Decision trees can work with various types of data, including both numerical and categorical.

Feature Selection: They perform implicit feature selection, identifying which features are most important for making decisions.

Disadvantages of Decision Trees:

Overfitting: Decision trees can become overly complex and overfit the training data, especially with deep trees, capturing noise as if it were a pattern.

Instability: Small changes in the data can result in a completely different tree structure, making them sensitive to data variations.

Bias Towards Dominant Classes: Trees can be biased towards classes with more instances, potentially leading to skewed results.

Complexity with Large Data: Large trees can become complex and hard to interpret, reducing the model's overall clarity and simplicity.

* **How do random forests improve upon decision trees?**

Answer: Random Forests Improve Upon Decision Trees By:

Reducing Overfitting: By averaging the predictions of multiple decision trees, random forests reduce the risk of overfitting that individual trees may experience.

Increased Accuracy: Combining predictions from multiple trees typically improves the overall accuracy of the model, as it leverages the strengths of various trees and mitigates their weaknesses.

Handling Large Datasets: Random forests can handle large datasets with high dimensionality more effectively than single decision trees.

Feature Importance: They provide robust estimates of feature importance by evaluating the impact of each feature across many trees, which helps in understanding the model's behavior.

* **How does a random forest algorithm work?**

Answer: How a Random Forest Algorithm Works:

Bootstrapping: Randomly select subsets of the training data with replacement to create multiple datasets (bootstrap samples).

Tree Building: For each bootstrap sample, build a decision tree. During the construction of each tree, use a random subset of features for each split (feature bagging) to ensure diversity among trees.

Voting/Averaging: For classification tasks, each tree in the forest votes for a class, and the majority vote is taken as the final prediction. For regression tasks, the predictions of all trees are averaged to provide the final result.

Ensemble Aggregation: Combine the predictions of all trees to make the final decision, leveraging the collective wisdom of the individual trees to improve accuracy and robustness.

* **What is bootstrapping in the context of random forests?**

Answer: In the context of random forests, bootstrapping refers to the process of creating multiple subsets of the training data by randomly sampling with replacement. Each subset is used to train a separate decision tree. This technique introduces variability among the trees, enhancing the model's robustness and reducing overfitting by ensuring that each tree sees a slightly different view of the data.

* **Explain the concept of feature importance in random forests.**

Answer: In random forests, feature importance measures how much each feature contributes to the predictive power of the model. It is typically calculated by assessing how the inclusion or exclusion of a feature affects the model's performance. Features that lead to significant improvements in accuracy or reductions in impurity (e.g., Gini impurity) across the trees are deemed more important. This helps in identifying and prioritizing the most influential variables for prediction.

* **What are the key hyperparameters of a random forest and how do they affect the model?**

Answer: Key hyperparameters of a random forest include:

Number of Trees (n\_estimators): More trees generally improve performance but increase computation time.

Maximum Depth (max\_depth): Controls the depth of each tree, affecting overfitting and model complexity.

Minimum Samples Split (min\_samples\_split): Minimum number of samples required to split an internal node, affecting tree growth.

Maximum Features (max\_features): Number of features to consider for each split, influencing model diversity and performance.

* **Describe the logistic regression model and its assumptions.**

Answer: Logistic Regression is a statistical model used for binary classification tasks. It estimates the probability of a binary outcome based on one or more predictor variables. The model uses the logistic function to model the probability that a given input belongs to a particular class.

Assumptions:

Linearity of Logit: Assumes a linear relationship between the logit of the outcome and the predictor variables.

Independence: Assumes that observations are independent of each other.

No Multicollinearity: Predictors should not be highly correlated with each other.

Binary Outcome: The outcome variable is binary (0 or 1).

* **How does logistic regression handle binary classification problems?**

Answer: Logistic regression handles binary classification problems by modeling the probability that a given input belongs to one of the two classes. It uses the logistic function (sigmoid function) to transform the linear combination of input features into a value between 0 and 1, which represents the probability of the positive class.

* **What is the sigmoid function and how is it used in logistic regression?**

Answer: The sigmoid function is defined as 𝜎(𝑧)=1/1+𝑒-z, where 𝑧 is the linear combination of input features and their coefficients. In logistic regression, it converts the output of the linear equation into a probability value between 0 and 1, allowing for binary classification by thresholding the probability at 0.5.

* **Explain the concept of the cost function in logistic regression.**

Answer: The cost function in logistic regression, also known as the logistic loss or cross-entropy loss, measures the difference between the predicted probabilities and the actual binary outcomes. The goal is to minimize this cost function to find the best-fitting model parameters θ.

* **How can logistic regression be extended to handle multiclass classification?**

Answer: Logistic regression can be extended to multiclass classification using techniques like One-vs-Rest (OvR) or One-vs-One (OvO). In OvR, a separate binary classifier is trained for each class, distinguishing it from the rest. In OvO, binary classifiers are trained for every pair of classes. The Softmax regression is another approach, which generalizes logistic regression to handle multiple classes by applying the softmax function to predict probabilities across all classes simultaneously.

* **What is the difference between L1 and L2 regularization in logistic regression?**

Answer: L1 regularization (Lasso) adds a penalty proportional to the absolute value of the coefficients, which can lead to sparse models by driving some coefficients to zero, effectively performing feature selection. L2 regularization (Ridge) adds a penalty proportional to the square of the coefficients, which tends to shrink coefficients but usually keeps all features. L1 can produce simpler models with fewer features, while L2 helps in managing multicollinearity and provides smoother solutions.

* **What is XGBoost and how does it differ from other boosting algorithms?**

Answer: XGBoost (Extreme Gradient Boosting) is an optimized gradient boosting algorithm that improves upon traditional boosting methods by incorporating features like regularization, parallelization, and tree pruning. It differs from other boosting algorithms by being more efficient and scalable, providing higher accuracy and faster training through techniques like gradient boosting and handling missing data.

* **Explain the concept of boosting in the context of ensemble learning.**

Answer: Boosting in ensemble learning is a technique where multiple weak models (often decision trees) are trained sequentially. Each model corrects the errors of the previous one by focusing more on misclassified data. The final model is an aggregate of all weak models, combining their predictions to improve accuracy and reduce bias

* **How does XGBoost handle missing values?**

Answer: XGBoost handles missing values by using a default direction for each branch in the decision tree to handle instances with missing data. During training, it learns the optimal direction (left or right) for missing values based on minimizing the loss function. This built-in mechanism ensures that missing values do not adversely affect the model's performance.

* **What are the key hyperparameters in XGBoost and how do they affect model performance?**

Answer: Key hyperparameters in XGBoost include n\_estimators (number of trees), learning\_rate (step size), max\_depth (depth of trees), and subsample (fraction of data used for training). n\_estimators controls the number of boosting rounds, learning\_rate affects the contribution of each tree, max\_depth limits tree complexity, and subsample reduces overfitting by using a fraction of the data. Adjusting these parameters balances model performance and overfitting.

* **Describe the process of gradient boosting in XGBoost?**

Answer: Gradient boosting in XGBoost involves sequentially adding trees to correct errors made by previous trees. Each new tree is trained on the residuals (errors) of the combined predictions of all previous trees. This process continues until a specified number of trees are built or no further improvement is possible. The final model is a weighted sum of all trees, enhancing predictive accuracy.

* **What are the advantages and disadvantages of using XGBoost?**

Answer: Advantages: XGBoost is highly efficient, handles missing values, and provides regularization to prevent overfitting. It often achieves high accuracy with optimized hyperparameters.

Disadvantages: It can be complex to tune, prone to overfitting with improper parameter settings, and has higher computational requirements compared to simpler models.